Market concentration and technological
innovation in a dynamic model of
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1. Introduction

A distinctive feature of the post-Keynesian approach to growth and
distribution following the traditions of Keynes and Kalecki is the
fundamental role played by the latter in the dynamics of the former.
When technological change is brought into the picture, labour-saving
innovations will affect distribution by lowering unit labour costs and
thus the share of labour in income. Actually, technological change
that raises labour productivity exerts a quite fundamental influence
on capital accumulation and growth, either directly by eventually re-
quiring the installation of new machines or indirectly by affecting dis-
tribution. Indeed, this influence becomes even greater and more com-
plex when technological innovation is made endogenous rather than
assumed to drop as manna from heaven. When technological change
has been endogeneised in the post-Keynesian literature, though, it is
usually seen as somehow following from the accumulation of capital.
This paper contributes to the post-Keynesian literature by
elaborating a dynamic model of growth and distribution in which en-
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dogenous technological innovation also plays a pivotal role, though
through a different route. The underlying presumption is that there
are increasing returns to greater cross-fertilisation between the neo-
Schumpeterian approach to technical change and the post-Keynesian
approach to growth and distribution, there being interesting unex-
ploited possibilities worthy of working out. One possibility is to have
technological innovation determined by market structure, and the al-
ternative pursued here is to have it in a non-linear way, with labour-
saving innovations being quadratic in market concentration. This
simplified innovation function is intended to capture a plausible neo-
Schumpeterian non-linearity in the influence of market structure on
firms’ propensity to innovate: innovation is lower for both low and
high levels of concentration, it being higher for intermediate ones.
Market concentration dynamics is also affected by technological
change, since in a situation of neo-Schumpeterian competition the re-
lationship between them is double-sided, and the model of this paper
incorporates this other dimension as well.

Given this non-linearity in the innovation function, firms’ de-
sired investment will also be non-linear in market concentration,
which implies that the direction and the intensity of the effect of
changes in concentration on capacity utilisation, growth and distribu-
tion will depend on the prevalent concentration. However, the dy-
namics of these variables, including the latter one, 1s as well affected
by demand factors in a post-Keynesian manner, with both capacity
and growth rising with the wage share, and concentration falling with
the growth rate. Hence, this paper also contributes to the neo-
Schumpeterian literature by incorporating effective demand and dis-
tributional elements into concentration dynamics. In the end, the sta-
bility properties of the system will depend on the direction and rela-
tive strength of the innovation effects with respect to the demand
ones, and on the relative bargaining power of workers and capitalists.

This paper is organised as follows. Section 2 presents a brief
conceptual interlude on the double-sided relation between market
structure and technological change. Section 3 describes the building
blocks of the model. Section 4 analyses its behaviour in the short run,
while Section 5 does the same for the long run. Section 6 examines
one possible long-run multiple equilibria dynamics leading to the
emergence of cyclical behaviour, while the last one summarises the
main conclusions derived along the way.
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2. Conceptual interlude

The post-Keynesian approach to growth and distribution is mostly
known for the models developed by Nicholas Kaldor, Joan Robinson
and Luigi Pasinetti in the 1950s and 1960s. Here, however, we distin-
guish between those earlier models and the newer ones developed in-
dependently by authors more closely associated with the Kalecki-
Steindl tradition like Robert Rowthorn and Amitava Dutt in the
1980s. Despite their shared non-neoclassical pedigree, there are two
main differences between these approaches. First, while the older
models are basically set in a Keynesian competitive world, the newer
ones of Kalecki-Steindl inspiration deal with an oligopolistic setting in
which cost-plus prices prevail. Second, the older models implicitly as-
sume that in the long run either full capacity is reached or capacity
utilisation is fixed at a given normal level, while in the newer ap-
proach capacity utilisation is endogenous, not being assumed to be
equal to a normal value in any run. Consequently, while in the older
view there is an inverse relation between the real wage and the rates
of profit and capital accumulation, such relation is usually positive in
the newer one.

A presupposition underlying this paper is that there are increas-
ing returns to greater cross-fertilisation between the neo-Schumpete-
rian approach to technical change and the newer post-Keynesian ap-
proach to growth and distribution. In the former, several aspects of
technical change and industrial structure dynamics have been exam-
ined, such as product and process variety through innovation, imper-
fect competition and changes in market structure via creative destruc-
tion, increasing returns and cyclical growth (Lima 1996). In the latter,
formal models do not rely upon the tools of market clearing at full
utilisation of capital and labour via competitive prices and intertem-
poral optimisation under unbounded rationality, with effective de-
mand playing a central role instead. However, several possibilities
that are opened up by a greater cross-fertilisation between these ap-
proaches have not been subject to elaboration in both sides of the
fence.

For instance, the newer post-Keynesian approach can benefit
from several elements of the neo-Schumpeterian literature on the links
between market structure and technical change. As Stoneman (1991)
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cogently puts it, technical change will usually generate imperfectly
competitive market structures and the incentives for innovation
largely rely upon imperfect market structures, so that models incor-
porating technical change should be oligopolistic in nature; and this is
the case in the newer post-Keynesian models. Cross-fertilisation is a
two-way avenue, though, meaning that the micro-oriented neo-
Schumpeterian approach to technological change and industrial dy-
namics will benefit from the incorporation of some elements of the
macro-oriented post-Keynesian approach to growth and distribution,
especially distributional and effective demand ones under endogenous
capacity utilisation.'

When technological change has been treated as an endogenous
phenomenon in the post-Keynesian literature, be it the older or the
newer one, it is usually linked to accumulation of capital using either
Kaldor’s technical progress function (e.g. 1957, 1961, 1966) or Ar-
row’s (1962) learning-by-doing function (e.g. Rowthorn 1981; Dutt
1990, 1994; Taylor 1991; You 1994a, 1994b; Watanabe 1997).” In the

! In turn, some neoclassical endogenous growth models have already explicitly
pursued the incorporation of some Schumpeterian ideas, with some early contribu-
tions including Segerstrom, Anant and Dinopoulos (1990), Grossman and Helpman
(1991) and Aghion and Howitt (1992). More recently, Smulders and van de Klundert
(1995) incorporated some neo-Schumpeterian elaborations on firms” accumulation of
knowledge and derived a relation between concentration and growth. Concentration
determines the propensity to innovate by affecting the amount of sales per firm (scale
effect), by influencing general knowledge spillovers (public knowleé)ge effect and
learning-by-watching effect) and by changing competition and mark-up rates (mo-
nopolisation effects). A rise in concentration has a positive impact on the growth rate
up to some level, beyond which further increases in concentration may be deleterious
to growth due to monopolisation effects. Peretto (1999), in turn, studied the joint de-
termination of concentration and growth using a model in which firms undertake in-
house R&D to generate cost-reducing innovations. A larger number of firms creates
fragmentation of the market and dispersion of R&D resources, which prevents the
exploitation of scale economies internal to the firm and slows down the rate of
growth. R&D spending is a fixed cost, though, thus implying that there is a negative
feedback of the growth rate on the number of firms.

2 For Kaldor, technical progress is both the cause and the result of economic
growth, so that anything that increases the rate of growth also leads to a faster rate of
technical change. Kaldor formulated this idea in a variety of ways, ranging from the
technical progress function of his early work (1957 and 1961), where the rate of
growth of labour productivity is positively related to the rate of growth of capital per
worker, to the Verdoorn’s Law of his later writing (1966), where the rate of growth
of labour productivity is positively related to the rate of growth of the economy. Ar-
row’s (1962) learning-by-doing approach, in turn, takes productivity as increasing
with experience in production, with this experience being measured by cumulative
investment — which, in the absence of depreciation, is given by the capital stock.
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neo-Schumpeterian view, though, technological competition through
innovation is seen to be more important than price competition, for
it is the most decisive weapon for firms seeking to gain and/or main-
tain lasting competitive advantages. Although it is not denied that
technological change is somehow endogenous to the process of capital
accumulation and to the labour market dynamics, it is claimed that
changes in market structure are a major force shaping the rate and the
direction of technological change.

Besides, this relationship is a two-way one: market structure af-
fects and is affected by technological change (Nelson and Winter
1982). Admittedly, there is a multitude of factors involved in this two-
way relationship, and to mention just a few of them: degree of inter-
firm competition and propensity to innovate; effect of the degree of
diffusion of new technological knowledge on the urge to invest in
R&D; innovative competition over products and methods of produc-
tion; and influence of the threat of new competitors on the propen-
sity to innovate. Regarding the connection running from market
structure to innovation, though, it seems natural to work out the
growth and distributional implications of a Schumpeter-based hy-
pothesis that a more concentrated market may eventually be condu-
cive to higher innovation rates. A natural question to address regards
to what extent - and under what conditions - this innovation effect
may eventually reverse the positive relation between growth and dis-
tribution obtained in the newer post-Keynesian models developed by
Rowthorn (1981) and Dutt (1984 and 1987).°

In Schumpeter’s discussion of the effects of market power on
technical innovation, there are two distinct themes. First, there 1s the
view most clearly presented in Schumpeter (1912) that recognises that
firms require the expectation of some transient market power to have
the incentive to invest in R&D. Indeed, it is a relatively uncontrover-
sial claim that the innovator must see some means (patent, barriers to
entry, etc.) for actually realising extraordinary profits from her in-

? Admittedly, a careful reading of the literature will find no consensual view
about whether this hypothesis can actually be traced back to Schumpeter himself. Al-
though Schumpeter paid a great deal of attention to the effects of market structure on
innovation, it 1s not clear whether his views could be captured by a single hypothesis
of this kind. But since it is not the purpose of this paper to engage in exegetical dis-
putes, we apply the label Schumpeter-based to several conceptually consistent and
empirically plausible propositions regarding the relationship between market struc-
ture and innovation found in the neo-Schumpeterian literature.
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vestment in the innovation. Second, and more controversially, there
is the view most clearly argued in Schumpeter (1942) that the posses-
sion of ex ante market power also favoured innovation. One reason is
that an oligopolistic structure makes rival behaviour more stable and
predictable, thereby reducing the uncertainty associated with exces-
sive rivalry that tends to undermine the incentive to innovate. An-
other reason is that with imperfect capital markets the profits derived
from the possession of ex ante market power provides firms with
more internal financial resources to invest in innovative activities. In
fact, this second reason is related to the first one: owing to the pres-
ence of moral hazard associated with developing a new process whose
feasibility is uncertain, the innovating firm must bear a substantial
share of the development costs (Kamien and Schwartz 1982). As a
third reason, Schumpeter appeared to argue that ex ante market power
would tend to confer ex post market power, in that a successful inno-
vation will grant at least some temporary market power. The under-
lying presumption seems to be that innovation is both a means for re-
alising monopoly profits and a method of maintaining them after-
wards. Since monopoly profits can only be realised through innova-
tion if imitation by rivals can be limited or prevented altogether, the
power to exclude rivals is the key to the achievement and retention of
them.’

The other side of the picture is that weak competition may re-
duce the spur to innovation, in that the firm already in possession of
monopoly power feels less threatened by rivals and therefore less
compelled to innovate; absent either opportunities to increase market
share significantly or a threat of being driven out of business as a lag-
gard, the incentives and pressures to search for innovations are dulled.
For instance, a firm with monopoly power is in an advantageous posi-
tion to be a ‘fast second’ in the development of an innovation. Be-
cause of its resources and established reputation and channels of dis-

* For Nelson and Winter (1982), one way to rationalise the hypothesis that
market concentration is conducive to innovation is by saying that the absence of
competitors, and the ability to block imitation by competitors, are factors that in
their own right influence appropriability conditions. A related but distinguishable ar-
gument is the following: absence of competition or restrained oligopolistic competi-
tion, by leading to high rates of return in the industry generally, can serve to shelter
firms that do innovative R&D in circumstances where, if competition where more
aggressive, firms that aim for a ‘fast second’ would drive the innovators out of busi-
ness.
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tribution, a firm with monopoly power can afford to wait until
someone else innovates and imitate it quickly if it appears to be suc-
cessful. Moreover, in a firm realising extraordinary profits managerial
whim may decide whether resources are devoted to keeping techno-
logical leadership or to other forms of managerial consumption.

On the other hand, concentration also matters for the extent to
which cost reductions generated by technological innovations are
translated into lower prices. According to Sylos Labini (1969), such
price reductions will follow only in case those innovations are acces-
sible to all categories of firms. If this is not the case, those cost reduc-
tions may end up leading to an increase in the mark-up, and this is a
possibility which rises with advancing concentration, since concentra-
tion accentuates the technical discontinuities which protect larger
profits.

Turning to the empirical literature, one will find few conclusive
evidence on the relationship between market structure and techno-
logical innovation. Empirical studies indicate that even if some gener-
alisations can be made, they have to be interpreted with utmost care.
The reason is that these results are strongly dependent on specifics of
the empirical study like the type of industry or sector, time period,
kind of innovation and, most importantly, local features such as tech-
nological opportunities and appropriability conditions.” All in all,
empirical studies tend to boil down to general statements such as that
there is a market structure intermediate between monopoly and fierce
competition which is actually most conducive to innovation. Thus, it
seems conceptually reasonable and empirically plausible to specify an
innovation function stating that the rate of innovation is lower for
both low and high levels of concentration, it being higher for inter-
mediate ones. It is this specification that will be used in the following
sections to formalise this side of the double-sided relationship be-
tween market structure and innovation (cf. eq. 4 below).

On the other hand, those who claim that a concentrated market
1s more conducive to innovation should be ready to admit that the re-
verse pattern could also be true: a firm that innovates successfully
may grow and capture a larger share of the market, thus causing con-

> Surveys that ably summarise findings concerning Schumpeter-based hypothe-
ses and related propositions include: Freeman (1982), Kamien and Schwartz (1982),
Baldwin and Scott (1987), Cohen and Levin (1989) and Cohen (1995).
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centration to rise. In turn, an innovation that is relatively easy to imi-
tate may well result in many new firms and the emergence of a more
competitive industry, even though the number of firms may decline
as the market becomes saturated. Therefore, the inherent formal diffi-
culties associated with an adequate modelling of the non-linear causa-
tion running from market structure to technological innovation are
compounded by the empirical evidence showing that market struc-
ture cannot be taken as an independent variable; the incessant process
of creative destruction, by means of changing the relative balance be-
tween firms, engenders the endogeneity of market concentration
(Dost, Malerba and Orsenigo 1994).

Technological change affects market structure in two primary
ways. First, through influencing the optimal scale of production in an
industry. In case the minimum efficient plant size increases (decreases)
as a result of technological change, then there will be a tendency for
the industry to become more (less) concentrated. In many industries,
the volume required for a firm to use all the specialised resources and
promote continuous substitution in production methods means that
only a few firms can exist. Second, through the erection of barriers to
entry: the first firm to introduce a successful innovation may gain a
significant advantage over its rivals, an advantage that may derive, for
instance, from the realisation of extraordinary profits that are avail-
able for additional R&D expenditures and the development of an ex-
pertise that cannot be easily duplicated.

Indeed, these two channels are related, in that some of these bar-
riers to entry have to do with the large capital expenditures required
to build plants. Entry in small scale would presumably be unsuccess-
ful, the reason being that small firms are usually less efficient than
large ones in concentrated industries. Besides, scale and efficiency in
production may become more important as technologies mature, so
that the opportunities for small firms become fewer. Now, barriers to
entry are the less formidable, the higher the growth rate. A higher
growth rate, for instance, facilitates new entry by reducing the share
of market needed to attain the most efficient scale of production. Fur-
ther, barriers to entry appear less formidable with faster growth be-
cause new entrants are encouraged to enter industries through the at-
traction of higher profits.

For Kalecki (1940-41), one of the most important effects of
technical change is that it increases the degree of oligopoly because it
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promotes market concentration, and support for the proposition that
a rapid rate of innovation leads to concentration can be found in the
stochastic models of firm growth used in the simulation studies of
Nelson and Winter (1982). However, arguments have also been made
that technological innovation does not necessarily imply a more con-
centrated market structure. According to Sylos Labini (1969), while
the process of concentration in concentrated oligopoly is essentially
due to the pursuit of higher technical efficiency, the situation is nor-
mally different in markets where differentiated oligopoly prevails.
The more differentiated the products are, the more difficult it is to in-
troduce mass-production methods which are the main source of both
continual cost reductions and the process of concentration.

Mansfield (1983), in turn, argues that the presence of long-lived
capital and costly adjustment by firms and consumers implies, at least
in the short run, that innovation can make a market either more or
less concentrated. Blair (1972) reviewed the impact of technical change
upon economies of scale and concluded that from the late 18th cen-
tury through the first third of the 20th century technical change in-
creased concentration, as advances in steam power, materials and
methods of fabrication and transportation permitted and encouraged
scale expansion. Since then, though, newer technologies tended to
have the opposite effect, reducing plant size and capital requirements
for optimal efficiency. While Mansfield (1984) presents mixed empiri-
cal evidence on the Blair hypothesis, Geroski (1994) provides evidence
showing that the major innovations introduced in a wide range of in-
dustries in the UK during the 1970s actually lowered levels of concen-
tration. In the model that follows, the rate of change in concentration
1s made to depend negatively on the innovation rate (cf. eq. 23 below).

Market concentration is also influenced by technological diffu-
sion, since it determines the speed with which transient quasi-rents
generated by successful innovations are eroded away by potential imi-
tators. Though there is no consensus around a general model of diffu-
sion, most studies agree that the rate of diffusion is positively related
to the cost advantage of the innovation. In turn, the survey by
Karshenas and Stoneman (1995) reports that most of the empirical
studies on inter-firm diffusion has found a positive relation between
firm size and speed of adoption in relation to a wide range of tech-
nologies in different industries. Even though the evidence on the in-
fluence of market structure is more ambiguous, this survey shows that
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there is evidence of a positive relationship between growth and diffu-
sion - a finding which corroborates a point made by Steindl in the in-
troduction to the 1976 reprint of his Maturity and Stagnation, where it
is argued that the diffusion of consumer and investment goods de-
pends on income and its rate of growth.

Relatedly, a conclusion derived in Silverberg, Dosi and Orsenigo
(1988) is that diffusion is the faster, the higher the prospects for learn-
ing in a broad sense, with the latter being the higher, the higher the
growth rate. Besides, Lissoni and Metcalfe (1994) reviews empirical
evidence showing that the adoption profitability is a chief determi-
nant of the speed of diffusion, with diffusion being more rapid when a
broadly defined rate of return from adopting it is greater. Since in the
model of this paper the rates of profit and growth move in the same
direction, it is plausible to assume that the higher the growth rate, the
faster the rate of diffusion and the shorter the transient extraordinary
profits generated by an innovation. Hence, the specification that will
be used in what follows makes the rate of change in concentration to
depend negatively on the growth rate (cf. eq. 23 below).

A final methodological word. As seen in this brief discussion of
some conceptual issues related to the connection between market
structure and technological change, the causal links and feedback ef-
fects at play are quite numerous and complex. The modelling chal-
lenge 1s thus to devise a simple formal framework that allows the sort-
ing out of some plausible and relevant mechanisms and the working
out of some of their implications. Besides, this formal framework
should be as transparent as possible so that the results of the model
can be satisfactorily interpreted and eventually reconsidered in a more
inclusive set-up. It was this presumption that guided the specification
of the model to be described and analysed in the following sections.

3. The structure of the model

We model an economy that is closed and has no government. A single
good that can be used for investment and consumption is produced.
Two factors of production, capital and labour, are combined via a
fixed-coefficient technology
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X = min[Kug, L/a] 1)

where X is the output, K is the capital stock, L is the employment, u
is the technologically-full capacity utilisation, and 4 is the labour-
output ratio. Oligopolistic firms carry out production, and prices are
given at a point in time, having resulted from previous dynamics.
Firms will produce according to demand, it is being assumed that de-
mand is not enough for them to produce at full capacity at the ongo-
ing price.” Employment is determined by production

L=aX ®)

Firms’ investment plans can be described by a desired investment
function like

¢! = ap + ayu + o,r + ozh )

vzhere a; are positive parameters of the desired investment function,
g , expressed as a ratio of the capital stock, # = X/K is the actual ca-
pacity utilisation, 7 is the profit rate, and 4 is the rate of labour-saving
technological innovation. Since we assumed that capacity output is
proportional to the capital stock, we can identify capacity utilisation
with the output-capital ratio.

We follow Rowthorn (1981) and Dutt (1984, 1987), who in turn
follow Steindl (1952), in assuming that investment depends positively
on capacity utilisation due to accelerator-type effects. Like Rowthorn
and Dutt, who follow Kalecki (1971) and Robinson (1956, 1962), we
make investment to depend on the profit rate. The rationale is that
the current profit rate is an index of expected future earnings, on the

¢ For Steindl (1952), firms hold excess capacity to be ready for a sudden rise in
demand. First, the occurrence of fluctuations in demand means that the producer
wants to be in a boom first, and not to leave the sales to new competitors who will
then press on her market when the boom is over. Second, it is not possible to expand
capacity step by step as the market grows due to the indivisibility and durability of
the plant and equipment. Finally, entry deterrence is always a concern: if prices are
sufficiently high, entry of new competitors becomes feasible even where capital re-
quirements are large; Kence, the holding of excess capacity allows oligopolistic firms
to confront new entrants by rapidly raising supply, which will push prices down. In-
deed, one central theme in Sylos Labini (1969) is that price determination is influ-
enced by the possibility that new firms enter the market and not simply by competi-
tion between established firms, with the fixing of the limit price ultimately depending
on the existence of barriers to entry due to the scale of operation.
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one hand, and provides internal funding for accumulation plans and
make it easier to raise external finance, on the other hand. Indeed, this
specification 1s also in line with Sylos Labini’s (1969) suggestion that
the expected rate of profit and the expected degree of capacity utilisa-
tion principally determine investment.

Desired investment is also made to depend positively on the in-
novation rate, the latter leading to more investment, at any given ca-
pacity utilisation and profit rate, than would otherwise be the case
(Rowthorn 1981). While Dutt (1994) invokes Kalecki’s (1971) idea
that the higher the rate of technological change, the more desirable is
to install new machines, there are other plausible reasons. One of
them is the Marxian claim that cost-reducing technological change
places continuous pressures on any individual firm to invest. It is also
consistent with Schumpeter’s (1912, 1942) and Sylos Labini’s (1969)
view that the process of innovation itself opens up new investment
opportunities for firms, and with the neo-Schumpeterian (e.g. Nelson
and Winter 1982, Winter 1984) notion that investment is influenced
by the dynamics of technical change.

At a point in time, the technological parameters u, and a are
given, having resulted from previous technological and accumulation
dynamics. Over time, labour-augmenting, Harrod-neutral technologi-
cal change taking place results in the labour-output ratio falling at rate
h. The fixed-coefficient technology assumed here is amply supported
by a reputable literature. As eminent contributors to the economics
of technical change have documented - from David (1975) and Ro-
senberg (1976) to Nelson and Winter (1982) and Dosi (1984) - techno-
logical change has strong cumulative effects - ‘learning’ in its various
forms. Hence, technological change is typically characterised by ‘lo-
calised’ shifts in some production function, to use David’s (1975)

7 Bhaduri and Marglin (1990) argue for a formulation of investment as a func-
tion of the profit share, rather than the profit rate, on the ground that this separates
the two influences at work whereas the rate of profit reflects the dual influences of
profit share and capacity utilisation. In other words, one should not assume that an
increase in capacity utilisation would necessarily stimulate investment when the
profit rate is held constant, for this implies that the profit share has fallen. Indeed, it
will be seen below that the specification used here implies that a rise (fall) in the wage
(profit) share raises capacity utilisation and the rates of profit and growth - which
might not be the case, as correctly recalled by one of the referees. As stated earlier,
though, the purpose of this paper is to introduce some Schumpeterian elements into
an otherwise standard newer post-Keynesian model.
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term, or by progress along particular ‘natural trajectories’, to use Nel-
son and Winter’s (1982) concept. This implies that a more rigid, if not
(at least in the short run) fixed set of production coefficients will pre-
vail.*

The rate of technological innovation is determined non-linearly
in a way given by

h=pc-oc )

where ¢ 1s an index of market concentration, while p and ¢ are posi-
tive parameters. We assume that, p = ¢, to ensure that this concave-
down parabola has two real roots, (0) = 5(1) = 0. Hence, 5 is positive
throughout its (economically) relevant domain. The level of ¢ which
will yield the highest rate of innovation is given by ¢’ = p/2¢, mean-
ing that higher concentration will speed up (slow down) the rate of
innovation for levels of ¢ to the left (right) of ¢". This simplified inno-
vation function is intended to capture the Schumpeter-based non-
linearity in the influence of concentration on firms’ innovative pro-
pensity discussed in the preceding section.’

Two classes, capitalists and workers populate the economy. Fol-
lowing the tradition of Marx, Kalecki (1971), Kaldor (1956), Robinson
(1956, 1962), and Pasinetti (1962), we assume that they have a differ-
ent saving behaviour. Workers supply labour and earn only wage in-
come, which is all spent in consumption. Capitalists receive profit in-

¥ Freeman and Soete (1987) and Verspagen (1990) have shown that localised
technological change strongly diminishes the short-run possibilities for factor substi-
tution, there being several characteristics of innovation which work to make it
strongly localised: inter-relatedness and complementarities of many technological and
organisational innovations, heterogeneity of many production inputs and specificity
of particular skills and types of production equipment, and firm-specific nature of
much technical innovation and technological accumulation. Probably the most
quoted formalisation of localised technological change is still the one by Stiglitz and
Atkinson (1969). The underlying idea is that for any industrial grouping the range of
efficient techniques is often very small, sometimes reaching one technological system
which rules at any point in time. Hence, localised technological change strongly di-
minishes the short-run possibilities for substitution, with constant improvements of
one single production technique usually leading to a Leontief- shaped function.

? An alternative specification of endogenous technological innovation can be
found in Lima (1997), where it is elaborated a dynamic post-Keynesian model of capi-
tal accumulation and distribution in which labour-saving innovations depend non-
linearly on distribution itself. The idea is that the level of distribution determines
both the incentives to innovate and the availability of funding to carry it out.
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come, which is the entire surplus income over wages, and save all of
it, so that s = 1. The division of income is given by

X = (W/P)L + rK ()

where W is the money wage, P is the price level, and 7 is the profit
rate, which is the flow of money profits divided by the value of capi-
tal stock at output price. From (2) and (5), the labour share is given by

c=Va ©)

where V' = (W/P) stands for the real wage. The profit rate can then be

expressed as
r=(1-0cju=mu )

where 7 = (1 - 0) is the profit share. The price level is given at a point
in time, rising over time whenever firms’ desired markup exceeds the
actual markup. Formally,

f’ = 1[0 - of (8)

where P is the rate of change in price, (dP/df) (1/P), and 0 < 7 <1 is
the speed of adjustment. Inflation is determined within a framework
of conflicting claims, it resulting whenever the claims of workers and

capitalists exceed the available income. The markup over prime costs,
a la Kalecki (1971), is given by

P=(1+2Wa ©)

where z 1s the markup. Given labour productivity, (1/4), the markup
is inversely related to the wage share, and the gap between the desired
and the actual markup can be measured by the gap between the actual
and the desired wage share by firms. Desired markup depends on the
state of the goods market: higher capacity utilisation, which reflects
more buoyant demand conditions, will lead firms to desire a higher
markup. Besides, it is only natural that in a model in the Kalecki-
Steindl tradition a greater concentration leads firms to desire a higher
markup,

or=@-6u-nc (10)
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where ¢ and 0 are positive parameters.'’ The money wage is given at
a point in time, its rate of change being in line with the gap between
workers’ desired share, o, and the actual one:

W = ulo, - o] (11)

where W is the rate of change in money wage, (dW/dr) (1/W), and
o < i <[ is the speed of adjustment. Workers’ desired share is assumed
to depend on their bargaining power, which is the higher, the tighter
the labour market. The degree of tightness of the labour market is
measured by the rate of change in employment. Formally,

=y + 2L (12)

x and A are positive parameters and I is the rate of change in em-
ployment given by

A

f=X-h (13)

A . . . .
where X is the rate of change in output.'' Given the demand-driven
nature of the model, the equality between investment and saving will

' Harcourt and Kenyon (1976) argue that during expansions firms may want to
invest more by generating higher internal savings and hence desire a higher markup.
Rowthorn (1977) claims that higher capacity utilisation allows firms to raise prices
with less fear of being undercut by competitors, who would gain little by undercut-
ting due to capacity constraints. Gordon, Weisskopf and Bowles (1984) argue that
marked-up prices are inversely related to the perceived elasticity of demand, which is
a negative function of industry concentration and of the fraction of the firm’s poten-
tial competitors who are perceived to be quantity-constrained and thus not engaged
in or responsive to price competition. In the downturn, markup will fall because the
general fall in capacity utilisation gives rise to a smaller share of the firm’s potential
competitors being perceived to be operating under capacity constraints, and hence to
an increase in the percelved elasticity of demand facing the firm.

" Alternatively, in other post-Keynesian models of this type the degree of tight-
ness of the labour market is usually measured by the rate of employment (e.g. Skott
1989; Dutt 1992, 1994; You 1994a). Now, to use e, the employment rate, L/N, we
would have to link it functionally to the state of the goods market as e = uk, with
k standing for the ratio of capital stock to labour supply in productivity units,
k = K/(N/a), and N being the supply of labour. This formal link between # and e
would be required because the fixed-coefficient kind of technology implies that an in-
crease in output in the short run will be necessarily accompanied by an increase in
employment. Therefore, £ would be another state variable, in addition to ¢ and ¢,
and the long-run dynamic analysis below would become three-dimensional - even in
case the growth rate of labour supply were assumed to be exogenously given. In order
to save on dimensionality, therefore, the degree of tightness of the labour market is
measured here by the rate of change in employment.
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e generate changes in capacity utilisation. Assuming that capita
be g ted by chang pacity utilisation. A g that capital
oes not depreciate, g, the growth rate of capital stock, which 1s the
d t depreciate, g, the growth rate of capital stock, which is th
growth rate for this one-good economy, is given by

g = sr (14)

4. The behaviour of the model in the short run

The short run is defined as a time span in which the capital stock, the
labour-output ratio, the price level, the money wage, and concentra-
tion can be taken as given. Excess capacity prevails and firms will
produce according to demand, thus realising their investment plans.
This implies that capacity utilisation will adjust to remove any excess
demand or supply, so that in short-run equilibrium, g = g Using (3),
(4), (7) and (14), we can solve for the short-run equilibrium value of #,
given ¢, o and the other parameters of the model,

o Ot 0y (pc - ¢c2)

[(s- o) (1-0) -]

Meaningful values for the wage and profit shares are required, and a
positive profit share is automatically ensured by z > 0. A positive
wage share is ensured by z < + o, which we assume. As regards short-
run stability, we employ a Keynesian short-run adjustment mecha-
nism stating that output will change in proportion to the excess de-
mand in the goods market. Hence, #" will be stable provided the de-
nominator of (15) is positive, which is ensured by the standard condi-
tion for macro stability that aggregate saving is more responsive than
investment to changes in output (capacity utilisation), which we as-
sume to be satisfied. Since 4 is positive within its relevant domain, this
will also ensure a positive value for the numerator of #" and thus for
u  itself. As for the impact of changes in the wage share on capacity
utilisation, we have

(15)

. (s - a)u’
R (AL 4o
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a subscrlpt denoting the variable with respect to which the differen-
tiation is being taken, a notation followed throughout. Hence, #_ is
positive and wage-led capacity utilisation obtains. Like in the models
by Rowthorn (1981) and Dutt (1984, 1987), an increase in the wage
share - by redistributing income from capitalists who do save to
workers who do not - raises consumption demand, increases invest-
ment spending through the capacity utilisation effect on investment
and hence raises the level of activity. Another issue regards the impact
of different degrees of concentration on capacity utilisation. The in-
novation effect embodied in the investment function implies that
given # and 7, a higher concentration means a higher (lower) innova-
tion rate and thereby investment for concentration levels below

(above) ¢ = p/2¢. Formally,

o (p = 2¢c)
U= (- ) (1-0) - o] (17)

Hence, a higher concentration implies a higher (lower) capacity
utilisation in the short run for levels of concentration below (above)
¢ = p/2¢. Given our assumptions that workers do not save and capi-
talists save a fraction s of their income, the rates of profit and growth
move in the same direction. Substituting (15) into (7) and then the re-
sulting profit rate into (14),

 s(1-0)ag + o (pe - ¢c)]
& = [s-o) (1-0)-04] (18)

Having seen that a rise in the wage share raises capacity utilisation, it
1s natural to check if the same positive relation prevails between dis-
tribution and growth. Using (7) and (14),

g =sr.=slu (1-0)-uT] (19)
Whether a wage-led growth will obtain depends on whether #_ (1 - o
>u’, which upon substitution from (15) and (16) can be simplified to
a, >0, so that a higher wage share will actually raise the rates of profit
and growth. As regards the impact of different degrees of concentra-
tion on the rates of profit and growth, the non-linear nature of the
innovation function implies that both the direction and intensity of
that impact depends on concentration. Formally,
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. s (1-0) (p-2¢c)
&= [(s-oy) (1-0)-a] (20)

A higher concentration thus implies a higher (lower) growth rate in
the short run for levels of concentration below (above) ¢" = p/24.

The relevant subset of the c-domain can thus be divided into
two regions. In the first, comprised by low and intermediate-low con-
centration levels (c < ¢), innovation, capacity utilisation and growth
are positively related to concentration, and we refer to it as LMC re-
gion. In the second, comprised by intermediate-high and high levels of
concentration (c> ¢’), innovation, capacity utilisation and growth are
negatively related to concentration, and we refer to it as HMC region.
In turn, capacity utilisation and growth rise with the wage share
throughout.

5. The behaviour of the model in the long run

In the long run we assume that the short-run equilibrium values of
the variables are always attained, with the economy moving over time
due to changes in the capital stock, the labour-output ratio, the price
level, the money wage, and the concentration level. We follow the
behaviour of the system via the dynamics of the short-run state vari-
ables o and ¢. Given (6), and using an overhat to denote a time-rate of
change, the state transition function for the wage share is given by

5=W-P +4 @1)
or, upon substitution,
6 =plx+Ag-pc+dc)-0)]-1(0-¢ +0u+no-(pc-¢c) (22

where # and g are given by (15) and (18), respectively. As seen in Sec-
tion 2, it is plausible to assume that changes in concentration are
negatively related to the rates of growth and innovation. Formally,

¢ =PB-yh-yg (23)

where f, y and y are positive parameters. Upon substitution, we ob-
tain
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& =PB-v(pc-dc) - vg (24)
where g is given by (18). Equations 22 and 24, after using (15) and
(18), constitute an autonomous two-dimensional non-linear system of
differential equations in which the rates of change of o and ¢ depend
on the levels of oand ¢, and on parameters of the system. The matrix
M of partial derivatives for this dynamic system is

M, = 86/dc = p(rg. - 1) - 1(1 + Ou)) (25)

M,, = 86/8c = pig - (p - 26)1 - (Ou; + 1) (p - 260) (26)
M, = 0¢/dc = yg. < 0 27)

M,, = 8¢ / dc = - y(p - 2¢¢) - yg. (28)

Only one of these partial derivatives can be unambiguously signed.
Eq. 27 shows that an increase in the wage share, by raising the growth
rate, will lower the rate of change in concentration. Eq. 25 shows that
the impact of a change in the wage share on its own rate of change
operates through changes on capacity utilisation and growth. A
higher wage share, by raising capacity utilisation, will raise the
markup desired by firms and put a downward pressure on the rate of
change in the wage share by raising the rate of change in prices. How-
ever, a higher wage share will also raise the growth rate and, by rais-
ing the rate of change in employment, may raise the rate of change in
nominal wages. Eq. 26 shows that the impact of a change in concen-
tration on the rate of change in distribution operates through several
channels. First, it will affect the rate of change in employment by
changing the rates of growth and innovation, which will affect the
rate of change in nominal wages. Second, a change in concentration,
in its own and by changing capacity utilisation, will affect firms’ de-
sired markup and thereby the rate of change in prices. Third, a change
in concentration, by changing the innovation rate, will have an effect
of its own on the rate of change in the wage share. Finally, eq. 28
shows that a change in concentration will affect its own rate of change
by changing the rates of growth and innovation.

We now have all the elements for a qualitative phase-diagram-
matic analysis of the (local) stability properties of this dynamic sys-
tem. The way we proceed is by analysing the stability of an equilib-
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rium located in each one of the two regions into which we divided
the relevant subset of the c-domain.

5.1. LMC region (c< ")

The rates of innovation, capacity utilisation and growth are positively
related to concentration. A rise in concentration will put a double
downward pressure on its own rate of change, through itself and by
raising the growth rate, which makes for an unambiguously negative
sign for M,,. The sign of M, is more likely to be negative. A rise in
concentration will put a strong downward pressure on the rate of
change of the wage share by raising capacity utilisation and the rate of
innovation. Higher capacity utilisation will raise the rate of change in
prices by raising firms’ desired markup even more - recall that a rise
in concentration will have a direct positive impact on the latter. A
higher innovation rate, in turn, will lower the rate of change in the
wage share directly and will put a downward pressure on the rate of
change in nominal wages. This latter effect works through a down-
ward pressure on the rate of change in employment leading to a
weakening of workers’ relative bargaining power. However, higher
concentration, by raising the growth rate, will put an upward pres-
sure on the rate of change in employment, and in case this positive ef-
fect is strong enough to more than compensate for the negative ones,
M., will be positive.

The sign of M, depends on the relative bargaining power of
capitalists and workers. Since (19) shows that #_ > g, it may take a
strong relative bargaining power by workers to ensure a positive sign
for this partial derivative. For instance, a rise in the wage share, lead-
ing to a rise in capacity utilisation and growth, will only lead to a rise
in its own rate of change in case the ensuing rise in workers’ desired
wage share is strong enough to cause a rise in the rate of change in
nominal wages which is greater than the rise in the rate of change in
prices caused by the concomitant rise in firms’ desired markup.

In case My, and My, are negative, Tr(M) is negative. However, the
sign of Det(M) can be negative or positive, meaning that an equilib-
rium solution of this type will be saddle-point unstable or stable, re-
spectively. In case M,; and M, are positive, the situation becomes even
more ambiguous, since the sign of both Det(M) and Tr(M) are ambigu-
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ous. A necessary condition for stability is 77(M) < 0, which requires
that the extent to which the workers’ desired wage share effect domi-
nates in M, 1s smaller than (the absolute value of ) M,,. In case work-
ers’ desired wage share effect is strong enough to make for a positive
M., but not strong enough to make for a positive M,,, the equilibrium
solution will be saddle-point unstable. Finally, in case workers’ de-
sired wage share effect is strong enough to make for a positive M,,,
but not strong enough to make for a positive M;;, equilibrium will be
stable.

5.2. HMC region (c < ")

The rates of innovation, capacity utilisation and growth are nega-
tively related to concentration. A rise in concentration will thus put a
double upward pressure on its own rate of change, through itself and
by lowering the growth rate, making for a positive sign for M,,. The
sign of M,, is ambiguous. A rise in concentration will exert an upward
pressure on the rate of change of the wage share by lowering capacity
utilisation and the rate of innovation. Lower capacity utilisation will
put a downward pressure on the rate of change in prices by lowering
firms’ desired markup, whereas a lower innovation will raise the rate
of change in the wage share directly and will put an upward pressure
on the rate of change in nominal wages. This latter effect works
through an upward pressure on the rate of change in employment
leading to a strengthening of workers’ relative bargaining power.
However, higher concentration, by lowering the rate of growth of
the economy, will put a downward pressure on the rate of change in
employment, and in case this effect is strong enough to more than
offset the latter one, the resulting effect on the rate of change in
nominal wages will be negative. Besides, higher concentration will put
a direct upward pressure on the rate of change in prices by raising
firms’ desired markup, and in case the combination of these two latter
effects is strong enough, M, will become negative.

As in the LMC region, the sign of M, depends on the relative
bargaining power of capitalists and workers, and since (19) shows that
u_> g, it may take a strong relative bargaining power on the part
of workers to ensure a positive sign for this partial derivative. In case
M, <0and M,, >0, the stability properties of an equilibrium solution
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of this type will be ambiguous, since both Det(M) and Tr(M) do
not have definite signs. A necessary condition for stability is that
Tr(M) < 0, which requires that the extent to which the price change ef-
fect dominates the nominal wage change effect in M, is higher than
the extent to which a change in concentration provokes a change in
the same direction in its own rate of change.

As for the pair given by M, >0 and M,, <0, Det(M) will be like-
wise ambiguous. The sign of 77(M) will be positive, though, which
rules out the possibility of a stable equilibrium. While a negative sign
for Det(M) will make for a saddle-point unstable equilibrium solution,
a positive one will make for an unstable one. In case workers’ bargain-
ing power is strong enough to make for a positive sign for M,;, and
M, is also positive, this will make for an unstable solution. Finally, in
case workers’ bargaining power is not strong enough to make for a
positive sign for M,;, and M, is also negative, the equilibrium solution
will be saddle-point unstable.

Given all these possibilities, therefore, the HMC region appears
to be more instability-prone than the LMC one. Indeed, it is only in
the latter that stability will surely obtain for some combination of
signs for M|, and M,,, as seen above. In case an equilibrium is located
in the borderline between the two regions, in turn, an inspection of
equations 25-28 shows that it will be saddle-point unstable, since
Det(M) is negative."

6. Multiple equilibria analysis

The Schumpeter-based non-linear innovation function makes for the
possibility of multiple equilibria within the relevant subset of the
(0 - ¢)-space. Given that innovation, capacity utilisation and growth
are all quadratic in concentration, the equations describing the corre-
sponding isoclines will as well be quadratic in concentration. Whether

2 The preceding analysis was conducted under the assumption that firms’ de-
sired markup is directly related to capacity utilisation, as formalised in eq. 10. In case
we had assumed a countercyclical desired markup instead, eq. 25 shows that chances
for a positive M,; would be improved. Regarding the sign of M,,, eq. 26 shows that
chances for a positive (negative) one in the LMC (HMC) region would be higher than
in the originafsituation with procyclical desired markup.
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any of these isoclines, or both, will be a concave up or concave down
parabola depends on the actual constellation of parameters. Admit-
tedly, the latter may be such that no equilibrium will obtain in the
relevant subset of the (o - ¢)-space. In any case, we proceed by devel-
oping a phase-diagrammatic analysis of the dynamics of a parametric
configuration leading to the emergence of multiple equilibria, with
one equilibrium obtaining in each one of the regions discussed above.

One possible configuration contains a saddle-point unstable so-
lution in the LMC region and a solution in the HMC region that can
be either stable or unstable. Let us hypothesise that the parameters are
such that the following obtains. First, a negative sign for M, along the
c-domain, meaning that the price change effect dominates the nominal
wage change one. Second, a negative sign for M, in the LMC region,
meaning that workers’ bargaining power is not strong enough. Third,
a positive sign for M, in the HMC region. Finally, eq. 28 shows the
sign of M,, will be unambiguously negative (positive) in the LMC
(HMC) region. This configuration is pictured in Figure 1.

FIGURE 1

PHASE DIAGRAM FOR MULTIPLE EQUILIBRIA, STABILITY ZONE
AND CYCLICAL BEHAVIOUR

A . - ] 5=
. i

i

o>
n
o

o>
n
o




470 BNL Quarterly Review

There is a subset of the phase plane that the economy will never
leave in the event it is in it. We refer to this subset as zone of stability
and to its complement as zone of instability. Starting from a point in
the lower part of the LMC region and to the right of the upward
separatrix through E;, this zone of stability can be found by tracing
back the path of the economy which leads into the upper part of the
separatrix all the way through the LMC and HMC regions and then
(eventually) back to the LMC region.

Once inside the zone of stability, the economy will move cycli-
cally. Suppose we begin a trajectory at point A. The direction of mo-
tion of the system indicates that it must flow rightward up until the
lower part of the & = 0 isocline is reached, after which the system
will flow rightward down. It will enter the HMC region - through,
say, point B - and then keep the same direction of motion until the
& = 0 isocline is reached once again, after which it will start flowing
rightward up. Once the ¢ = 0 isocline is reached, the direction of mo-
tion shows that the system will flow leftward up until the upper part
of the & = 0 isocline is reached, after which it will then flow leftward
down.

After a while, the system will re-enter the LMC region -
through, say, point C - and will keep flowing leftward down unul it
reaches the ¢ = 0 isocline once again. It will then start flowing right-
ward down in its way to reach back the HMC region - through, say,
point D - at which another cyclical motion will begin. In case this in-
ner part of the trajectory started at point A does not re-enter the
LMC region once more, the system will remain in the HMC region
thereafter. In case E, is stable, there is a neighbourhood of it within
which all the possible trajectories of the system will tend to it, which
means that the hypothetical trajectory started at point A will eventu-
ally converge to E,.

In the event E, is unstable - the case shown in Figure 1 - there is
a neighbourhood of it, F, within which all trajectories of the system
will move away from E,. Since the system will end up reaching that
neighbourhood along the hypothesised trajectory initiated at point A,
it will not reach E,. Indeed, there may eventually be a closed,
bounded area encircling the neighbourhood F and from which no tra-
jectory will exit. Since this area would contain no equilibrium points,
the Poincaré-Bendixson theorem would ensure that it must contain at
least one stable limit cycle (Arrowsmith and Place 1992). Whether or
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not some limit cycle will emerge, the system will move cyclically
within the zone of stability, showing its propensity to experience en-
dogenous, self-sustaining fluctuations in concentration and wage
share, with innovation, capacity utilisation and growth fluctuating as
well.

Indeed, a similar zone of stability in a two-equilibria situation is
also obtained in Dutt (1992, 1994), from which this paper has drawn a
lot of inspiration. Dutt (1992), however, does not incorporate techno-
logical change, and relies on full capacity being reached for multiple
equilibria - one below and other at full capacity - to obtain within
the relevant domain of a (real wage-capital to labour ratio)-space. As it
turns out, Dutt’s (1992) system experiences self-sustaining fluctuations
within a zone of stability encompassing levels of real wage at which
the economy is operating both at and below full capacity. Dutt
(1994), in turn, does incorporate (exogenous and endogenous) techno-
logical change, but again relies on full capacity being reached for mul-
tiple equilibria - one below and other at full capacity - to obtain
within the relevant domain of a (wage share-capital stock to effective
labour supply ratio)-space. As it turns out, Dutt’s (1994) system expe-
riences self-sustaining fluctuations within a zone of stability encom-
passing levels of wage share at which the economy is operating both
at and below full capacity. Finally, technological change is endo-
genised in Dutt (1994) by being made to depend linearly on the accu-
mulation rate, whereas here it is endogenised by being made to de-
pend non-linearly on market concentration.

7. Conclusion

This paper contributes to the post-Keynesian literature by elaborating
a model of growth and distribution in which a neo-Schumpeterian

P Dutt (1994) considers two possibilities in terms of a linear relationship be-
tween the rate capital accumulation and the rate of labour-saving technological
change: a variant of Arrow’s (1962) learning-by-doing notion that productivity in-
creases with experience in production, an assumption which is also consistent with
the idea that increases in productivity can be attained only with the introduction of
new machines; and a variant of Schumpeter’s (1912) suggestion that when the profit
rate falls, so that the accumulation rate falls as well, firms will be pressured to inno-
vate to increase their profits.
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endogenous technological change plays a central role. The innovation
rate 1s determined by market structure in a non-linear way, with the
rate of labour productivity growth being quadratic in market concen-
tration. This specification is intended to capture a plausible neo-
Schumpeterian non-linearity in the influence of market structure on
firms’ propensity to innovate: innovation is lower for both low and
high levels of concentration, it being higher for intermediate ones.
Concentration dynamics is also affected by technological change,
though, given that in a situation of neo-Schumpeterian competition
the relationship between them is double-sided, and the model incor-
porates this other dimension as well.

Given this non-linearity in the innovation function, desired in-
vestment is also non-linear in market concentration, implying that
the direction and the intensity of the effect of changes in concentra-
tion on capacity utilisation, growth and distribution will depend on
the prevalent concentration. The dynamics of these variables, includ-
ing the latter one, is also affected by demand factors, though, with
both capacity and growth rising with the wage share, and concentra-
tion falling with the growth rate. Therefore, this paper also contrib-
utes to the neo-Schumpeterian literature by incorporating effective
demand and distributional elements into concentration dynamics.

As it turns out, the stability properties of the system depends on
the direction and relative strength of the innovation effects with re-
spect to the demand ones, as well as on the relative bargaining power
of workers and capitalists. Basically, the system is seen to be more in-
stability-prone at higher levels of concentration than at lower ones.
By examining one possible long-run multiple equilibria dynamics, the
paper closes with an analysis of the potential emergence of cyclical
behaviour inside a zone of stability.
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